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Abstract We have examined the effects of substituents
on the computed electrostatic potentials VS(r) and
average local ionization energies �ISðrÞ on the surfaces of
model carbon nanotubes of the types (5,5), (6,1) and
(6,0). For the (5,5) and the (6,1), the effects upon both
VS(r) and �ISðrÞ of substituting a hydroxyl group at one
end are primarily localized to that part of the system.
For the (6,0) tube, however, a remarkable change is
observed over its entire length, with VS(r) showing a
marked gradation from strongly positive at the substi-
tuted end to strongly negative at the other; �ISðrÞ corre-
spondingly goes from higher to lower values. Replacing
OH by another resonance- donor, NH2, produces simi-
lar results in the (6,0) system, while the resonance
withdrawing NO2 does the opposite, but in equally
striking fashion. We explain these observations by not-
ing that the arrangement of the C�C bonds in the (6,0)
tube facilitates charge delocalization over the full length
and entire surface of the tube. Substituting NH2 and
NO2 at opposite ends of the (6,0) tube greatly
strengthens the gradations in both VS(r) and �ISðrÞ: The
first hyperpolarizability of this system was found to be
nine times that of para-nitroaniline, suggesting possible
nonlinear optical applications.
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energies Æ Hyperpolarizabilities

Introduction

In two earlier studies [1, 2], we have investigated the
computed electrostatic potentials on the inner and outer

surfaces of three categories of model nanotubes: carbon;
boron/nitrogen, BxNx; and carbon/boron/nitrogen,
having the stoichiometry C2xBxNx . The large surface-
to-mass ratios of such systems suggest important appli-
cations, some of which have already been successful,
such as pollutant traps [3], separation of liquid-mixture
components [4, 5], catalysts [6] and chemical and bio-
logical sensors [7–10], the latter relying upon the fact
that adsorption on nanotubes can produce changes in
electrical conductivity. All of these applications involve
noncovalent interactions with nanotube surfaces, these
being primarily electrostatic in nature [11, 12: Chap. 13,
13–15].

We have accordingly characterized the surface elec-
trostatic potentials of a variety of types of model na-
notubes [1, 2]: (5,5), (6,0), (8,0), (6,1), (7,1) and (8,1). In
all instances, we used structures open at both ends; for
the (5,5) and (6,0) nanotubes, we also included the
closed forms. We have now begun to look at function-
alized systems, with substituents attached to one or both
ends of the tube.

In this paper, we report an interesting and significant
feature that we have found to be associated with carbon
(6,0) systems. Since it appears to have possible applica-
tions in optics/electronics areas, we have extended our
analysis to include the average local ionization energy as
well as the electrostatic potential.

Procedure

The electrostatic potential V(r) that is created at any
point in the neighborhood of a molecule by its nuclei
and electrons is given by

VðrÞ ¼
X

A

ZA

RA � rj j �
Z

qðr0Þdr0
r0 � rj j ð1Þ

in which ZA is the charge on nucleus A, located at RA,
and q(r) is the molecule’s electronic density. V(r) is a
physical observable, which can be determined
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experimentally, by diffraction techniques [15–17], as well
as computationally. Its sign in any given region depends
upon whether the positive contribution of the nuclei or
the negative one of the electrons is dominant.

The electrostatic potential has been used extensively in
analyzing and predicting molecular reactive behavior [15,
17, 18, 19: Chap. 6, 20, 21]; it is particularly effective with
respect to noncovalent interactions. For the latter, V(r) is
generally computed on the molecular surface, and is la-
beled VS(r). We have shown that a variety of properties
that depend upon noncovalent interactions (e.g., heats of
phase transitions, boiling points and critical constants,
partition coefficients and solubilities, hydrogen bonding,
etc.) can be expressed quantitatively in terms of certain
statistical features of VS(r); these include its maximum
and minimum, average positive and negative values,
average deviation and positive and negative variances
[22–24]. For these purposes, we take themolecular surface
to be the 0.001 electrons/bohr3 contour of the electronic
density, as suggested by Bader et al. [25].

One of the quantities used to characterize VS(r) that
was invoked in this study is the total variance, r2

tot;
which is expressed as the sum of contributions from the
positive and negative regions of the surface:

r2
tot ¼

1

m

Xm

i¼1
VþS ðriÞ� �V þS
� �2þ 1

n

Xn

j¼1
V�S ðrjÞ� �V

�
S

� �2 ð2Þ

In Eq. 2, the summations are over the m positive and n
negative points of a square surface grid, with �V

þ
S and �V

�
S

being their averages. r2
tot is a measure of the variability

of VS(r); it is particularly sensitive to the extrema, be-
cause of the terms in Eq. 2 being squared.

The average local ionization energy �IðrÞ was defined
originally within the framework of Hartree–Fock theory
by [26]

�IðrÞ ¼
X

i

qiðrÞ eij j
qðrÞ ð3Þ

where q i(r) is the electronic density of the i th occupied
atomic or molecular orbital, having energy �i. Invoking
Koopmans’ theorem [27], which helps justify viewing the
|�i| as the electronic ionization potentials, �IðrÞ is inter-
preted as the average energy needed to remove an elec-
tron at any point r in the space of an atom or molecule.
The focus is upon the point, not upon a particular
orbital. Thus the lowest values of �IðrÞ; the �Imin; indicate
the sites of, on the average, the most energetic and
readily transferred electrons.

�IðrÞ has been shown to be related to atomic shell
structure [28], local polarizability in molecules [29, 30],
local temperature [31] and bond strain [32]. When
computed on a molecular surface, �ISðrÞ; it is also an
effective guide to reactivity toward electrophiles [26, 33–
36], this being greatest where �ISðrÞ has its minima, the
�IS;min It has been shown that the �IS;min: coming from
Kohn–Sham density functional procedures are as reli-
able for this purpose as are the Hartree–Fock [34].

In this work, we have optimized the geometries and
computed VS(r) and �ISðrÞ for several model carbon na-
notubes with the Gaussian 03 code [37], at the Hartree–
Fock (HF) STO-5G//STO-3G level. The use of a mini-
mum basis set was dictated by the sizes of the systems.
However, we confirmed, in a test case, that density
functional B3PW91/6-31G* calculations produce the
same key features. It has also been demonstrated, by us
[38] and by others [21], that minimum basis sets are
satisfactory for our present objectives. All of the tubes
included in this study are open at both ends. We fol-
lowed the common procedure of using hydrogens to
satisfy the unfulfilled valencies [39–44].

Results and discussion

Figure 1 shows the structural frameworks of the three
carbon model nanotubes upon which we are focusing.
They are of types (5,5), (6,1) and (6,0). In Figs. 2a, 3a
and 4a are the computed electrostatic potentials on their
outer surfaces (which are taken to be the 0.001 electrons/
bohr3 contours of the electronic density on the outside of
each tube). The general features of these VS(r) are fully
consistent with what we found earlier for related systems
[1, 2]. Closed carbon tubes are very weakly positive over
most of their outer surfaces, negative regions being

Fig. 1 Three-dimensional structures of: a (5,5) C80H20, b (6,1)
C68H14 and c (6,0) C72H12
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primarily at the more highly curved ends. The terminal
hydrogens of the open systems provide some electronic
charge to the carbon portions and these become slightly
negative. The inner surfaces are invariably somewhat
more positive (or less negative) than the outer, due to the
closer proximity of more nuclei. However the dominant
theme in carbon nanotube VS(r), particularly on the side
walls, is near-zero weakness and blandness, showing
relatively little variation (certain caps with high curva-
ture can somewhat modify this picture [45]).

This generalization can be quantified by considering
the values of r2

tot; listed in Table 1. For the (5,5), (6,1)
and (6,0) systems, r2

tot is quite small, in the neighbor-
hood of 20 (kcal mol�1)2 . To put this in perspective, its
values for some representative organic molecules are
also given in Table 1. With the exception of the hydro-
carbons, they are considerably larger, usually by an or-
der of magnitude. This shows that the surface
electrostatic potentials of these molecules are much
stronger and more variable than are those of the un-
substituted nanotubes.

More interesting are the average local ionization
energies on the tube surfaces, in Figs. 2b, 3b and 4b.
These show regular patterns of high and low �ISðrÞ; with

Fig. 2 HF/STO-5G electrostatic potential (a) and average local
ionization energy (b) on outer surface of open (5,5) C80H20. Color
ranges: a In kcal mol�1 : green is between �10 and 0 and yellow is
between 0 and 15. b In eV: purple is less than 14, blue is between 14
and 15, green is between 15 and 16.5, yellow is between 16.5 and
17.5, and red is more than 17.5

Fig. 3 HF/STO-5G electrostatic potential (a) and average local
ionization energy (b) on outer surface of open (6,1) C68H14. Color
ranges are the same as in Fig. 2

Fig. 4 HF/STO-5G electrostatic potential (a) and average local
ionization energy (b) on outer surface of open (6,0) C72H12. Color
ranges are the same as in Fig. 2
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minima �IS;min

� �
above the carbons. (In an analogous

study of some models of graphene, which is a two-
dimensional sheet of graphite, �IS;min were observed
above all of the interior carbons [46].)

The �IS;min in Figs. 2b, 3b and 4b are in the general
neighborhood of 13 eV. For comparison, the HF/STO-
5G �IS;min in benzene, which are located above each
carbon, are 14.3 eV [46]. (Since an �IS;min does reflect
some probability of inner electrons being at the site in
question, it tends to be larger than the magnitude of the
highest occupied orbital energy or the measured first
ionization potential.)

In Figs. 5, 6 and 7 are seen the consequences of
substituting a hydroxyl group, OH, at one end of each
tube. In each instance, it is essentially in the plane of the
ring to which it is attached. For the (5,5) and (6,1) sys-
tems, the effects are fairly localized. There are, as
anticipated, strong positive and negative electrostatic
potentials associated with the hydroxyl hydrogen and
oxygen, respectively, which result in r2

tot being more than
doubled (Table 1). There is also a significant increase in
�ISðrÞ in the vicinity of the OH, due to the higher ioni-
zation energy of oxygen compared to carbon. However,
the remainder of each tube, in the case of the (5,5) and
the (6,1), is relatively little affected by the substitution of
OH. Compare Figs. 2 and 5 and Figs. 3 and 6.

The situation is strikingly different for the (6,0) sys-
tem (Fig. 7). The introduction of OH produces a gra-
dation of VS(r) along the entire length of the tube, from
strongly positive at the substituted end to strongly neg-
ative at the other. r2

tot increases to 419.8 (kcal mol�1)2 .
The effect upon �ISðrÞ is not quite as pronounced, but

there is clearly a marked tube-long trend from higher to
lower values in moving away from the OH.

We explain these dramatic differences between the
surface properties of the (6,0) tube and those of the (5,5)
and (6,1) by invoking their structures, shown in Fig. 1.
Only the (6,0) has alternate C�C bonds parallel to the
tube axis, which permits maximum 2pp–2pp overlap.
The (5,5) and (6,1) have no C�C bonds in which such
overlap is not impeded, at least somewhat, by the cur-
vature of the side walls. The hydroxyl group is a strong
resonance provider of electronic charge [47], and the
arrangement of bonds, in conjunction with the high
polarizability of carbon nanotubes [48–50], allows
delocalization of the donated charge parallel to the tube
axis over the full length of the tube (Scheme 1). The
influence of a single OH is felt over the entire surface.
(Inductively, the hydroxyl group is a charge withdrawer
[47]. In the present case, however, the resonance effect is
clearly dominant.)

Table 1 Computed total variances on surfaces of model nanotubes
and representative organic molecules

System r2
tot(kcal mol�1)2

Model nanotubesa

C80H20 (5,5) 19.3
C68H14 (6,1) 21.1
C72H12 (6,0) 22.2
C80H19OH (5,5) 46.0
C68H13OH (6,1) 60.7
C72H11OH (6,0) 419.1
C72H11NH2 (6,0) 548.7
C72H11NO2 (6,0) 933.3
H2NC72H10NO2 (6,0) 1036.1
Representative moleculesb

C2H6 4.0
Naphthalene 15.9
C6H6 16.3
C2F6 73.1
Indole 96.6
CH3NO2 116.0
CH3COOCH3 138.9
(CH3)2O 173.7
C6H5CN 195.3
C2H5OH 227.5
(CH3)2NH 241.2
H2NCHO 319.1

a The r2
tot for C80H20 and C68H14 are from Ref. [2]; those for the

other model nanotubes are from the present work.
b Reference [22].

Fig. 5 HF/STO-5G electrostatic potential (a) and average local
ionization energy (b) on outer surface of open (5,5) C80H19OH. The
hydroxyl group is at the left end of the tube. Color ranges: a In
kcal mol1 : purple is more negative than �20, blue is between �20
and �10, green is between �10 and 0, yellow is between 0 and 15,
and red is greater than 15. b In eV: purple is less than 14, blue is
between 14 and 15, green is between 15 and 16.5, yellow is between
16.5 and 17.5, and red is more than 17.5
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In order to investigate this (6,0) delocalization fur-
ther, we tested two other substituents, the resonance
donor NH2 and the resonance withdrawer NO2. For

NH2, the VS(r) and �ISðrÞ patterns are similar to those for
OH; r2

tot equals 548.7 (kcal mol�1)2 . For NO2, sharp
gradations in VS(r) and �I are also obtained, but in the
opposite sense. The substituted end has strongly nega-
tive electrostatic potentials, with low �ISðrÞ; while the
other end is strongly positive and has high �ISðrÞ (Fig. 8).
r2
tot=933.4 (kcal mol�1)2 . This can again be explained

by charge delocalization, driven by the electron-with-
drawing NO2 (Scheme 2).

Supporting our interpretation, and Schemes 1 and 2,
are the optimized HF/STO-3G C�OH, C�NH2 and
C�NO2 distances in these model nanotubes, 1.361,
1.350 and 1.454 Å, respectively. They are considerably
shorter than is typical for such single bonds, as in
(H3C)2CH�OH (1.438 Å), (H3C)2CH�NH2 (1.491 Å)
and (H3C)2CH�NO2 (1.545 Å).

It is well known that a molecule with donor and
acceptor groups linked by a conjugated bridge may have
significant nonlinear optical properties [51–55]. By this
are generally meant the effects arising from the second-
and third-order terms in the Taylor series expansion
showing how the molecule’s dipole moment is affected

Fig. 6 HF/STO-5G electrostatic potential (a) and average local
ionization energy (b) on outer surface of open (6,1) C68H13OH. The
hydroxyl group is at the left end of the tube. Color ranges are the
same as in Fig. 5

Fig. 7 HF/STO-5G electrostatic potential (a) and average local
ionization energy (b) on outer surface of open (6,0) C72H11OH. The
hydroxyl group is at the left end of the tube. Color ranges are the
same as in Fig. 5

OH OH
+

-

:

Sch. 1 Impetus for charge delocalization in (6,0) nanotube end-
substituted by OH

Fig. 8 HF/STO-5G electrostatic potential (a) and average local
ionization energy (b) on outer surface of open (6,0) C72H11NO2.
The nitro group is at the right end of the tube. Color ranges are the
same as in Fig. 5
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by the oscillating electric field of electromagnetic radia-
tion:

liðeÞ ¼ lið0Þ þ
X

j

aijej þ
1

2

X

jk

bijkejek

þ 1

6

X

jkm

cijkmejekem þ � �� ð4Þ

In Eq. 4, the indices refer to components along different
axes. The tensors a, b and c are designated, respectively,
the polarizability and the first and second hyperpolar-
izabilities.

The large increase in dipole moment that accompa-
nies the charge transfer transition in molecules having
donor and acceptor groups connected through a conju-
gated system reflects enhanced second- and third-order
(i.e., nonlinear) contributions to li (�) [51–53, 55]. This
occurs, for example, in the prototypical para-nitroani-
line (see Scheme 3).

The resulting nonlinear response to electromagnetic
radiation can have a variety of potentially important
applications, for instance, in frequency converters,
electrooptic modulators and optical switches [51, 56, 57:
Chap. C2.15]. The bulk phase analogue of Eq. 4 relates
the field-dependent polarization of the material to its
first-, second- and third-order susceptibilities, v(1), v(2)

and v(3), which replace a, b and c.
These considerations, in conjunction with our

observation of the remarkable delocalization in substi-
tuted model carbon (6,0) nanotubes, suggested that we
investigate the consequences of having an NH2 (donor)
and an NO2 (acceptor) at opposite ends of the tube.
Figure 9 confirms that this reinforces and strengthens
the gradations in VS(r) and �ISðrÞ;and their extrema at the
tube ends. r2

tot increases to 1,036.1 (kcal mol�1)2, which
is among the largest values that we have ever encoun-
tered. (Comparable ones were found for tautomeric
zwitterions of glycine and histidine [58].) We also used
Gaussian 03 to compare the predicted first hyperpolar-
izabilities b of para-nitroaniline, Scheme 3, and the (6,0)

tube in Fig. 9. At the local density functional SVWN/6-
31G* level, b is greater for the latter, by a factor of 9.
These findings introduce the possibility of appropriately
substituted carbon (6,0) nanotubes serving as nonlinear
optical materials. There have already been extensive
studies of optical nonlinearity in fullerenes and non-
functionalized nanotubes [54, 59–63].

Summary

When our carbon (6,0) tube is functionalized at one end
with either a donor or an acceptor group, there results a
striking gradation in both the electrostatic potential and
the average local ionization energy on its surface,
extending its full length. One end has strongly positive
VS(r) and high �ISðrÞ; the other has the opposite. These
features are reinforced when both a donor and an
acceptor are present. We have not found such behavior
in tubes of other (n, m) types.

A number of points need to be addressed in future
work. Preliminary studies of (8,0) systems indicate, as
anticipated, that delocalization occurs in these as well;
they do have the same type of bond structure as the
(6,0). However, the (8,0) tube diameter is larger, which is
reflected in the surface potentials being somewhat
weaker, although still showing a gradation from positive
to negative along the length of the tube. The effects of
tube diameter and length, for different (n,0) types,
should be explored.

Finally, what will be the result of introducing addi-
tional substituents, and varying their orientations rela-
tive to the tube axes? One limiting case would be to
replace all of the hydrogens, by donor groups at one end

NO2 N+
+ O

O

-

-

Sch. 2 Impetus for charge delocalization in (6,0) nanotube end-
substituted by NO2

.. +
NO2H2N

..
NH2N

O

O+

Sch. 3 Charge delocalization in para-nitroaniline

Fig. 9 HF/STO-5G electrostatic potential (a) and average local
ionization energy (b) on outer surface of open (6,0)
C72H10NH2NO2. The nitro group is at the right end of the tube,
the amino group at the left. Color ranges are the same as in Fig. 5
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and acceptors at the other. This could be particularly
relevant to potential nonlinear optical applications.
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